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Figure 4. Truncated sequential testing procedure. 
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ed sample sizes are computed. The expected sample size 
when the proportion defective is 0.15 is 5.5 , and when 
the proportion defective is 0.40, the expected sample size 
is 5. The false alarm rate and power can also be computed 
using the probabilitie of reaching the boundary points. 
The false alarm rate is 16%, and the power is 75%. By 
comparing this false alarm rate and power with those in 
Table 3, we find that a test with a fixed sample size of 
9 is the closest to the sequential tests with expected 
sample sizes of about 5. This comparison (9 versus 5) 
demonstrates the expected savings in the number of de­
vices to be tested for a sequential test. 

DOUBLE SAMPLING PLAN TEST 
The double sampling plan test is also based on the 

Neyman-Pearson test and is an intermediate type of test­
ing plan that incorporates features of a fixed-in-advance 
sample size approach and a sequential, one-at-a-time test­
ing procedure. A double sampling plan entails testing all 
the device in the fir t group (usually one-half or one­
third of the total testable devices). If a certain minimum 
number of defective devices is found, the decision is 
reached without further testing that the lower of the two 
proportions is correct. If a certain maximum number of 
defective devices is equaled or exceeded, a decision is 
reached without further testing that the higher of the two 
proportions is correct. If an intermediate number of de­
fective devices is found in the first group of tests , the rest 
of the devices are te ted, and the decision between the 
two proportions is reached on the basis of the total de­
fective devices. See Crow et al.5 for a discussion of 
double sampling in quality control. 

A double ampling plan test is illustrated in the boxed 
insert. Let the two samples be six device each. A deci­
sion rule for deciding to accept one of the two proportion 
from the first sample only and for deciding between the 
proportions from both samples is evaluated by computing 
the false alarm rate and power when using the rule. Let 
Xl be the number defective in the first sample and X2 the 
number defective in the second sample. 

The expected number of devices to be tested is 9.5 if 
the proportion defective is 0.15 and 9 if the proportion 
defective is 0.40. The false alarm rate for this double 
sampling plan is 25%, and the power is 87%. 

This double sampling plan can be used, since the 
power and false alarm rate are wi thin the 75 % and 25 % 
specifications. This double sampling plan is comparable 
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DECISION RULE FOR DOUBLE SAMPLING PLAN 

Decide p = 0.15 if X I = 0 out of the first 6. 

Decide p = 0.40 if Xl = 3 or more out of the first 6. 

If X I = 1 or 2, test the econd sample of 6. 

Then decide p = 0.40 if Xl + X2 is 3 or more. 

Decide p = 0.15 if XI + X2 is 2 or less. 

Region Where p = 0.40 Deci ion Is Made 

XI = 3, 4, 5, or 6 

XI = 1 and X2 = 2, 3, 4, 5, or 6 

Xl = 2 and X2 = 1, 2, 3, 4, 5, or 6 

to the fixed sample size of 12 in Table 3. The expected 
sample size of 9.5 and 9 may represent significant sav­
ings over the fixed sample size of 12. 

Many other possible double sampling plan can be 
devised, such as using four te ts in the first sample and 
then eight in the second sample. The false alarm rate and 
power must be calculated for each to see if the proposed 
sampling plan meets the specifications for false alarm 
rate and power. As stated by Burington and May,6 "A 
systematic trial and error method is thu evolved for 
building various sampling plans of interest." Some stan­
dard test procedures with double sampling plans for 
quality control are cataloged in MIL-STD-IOSD, Sampling 
Procedures and Tables f or Inspection by Attributes. 
These plans, however, usually apply to rather small false 
alarm rates and high powers. The plans generally assume 
that the first and econd sample are of equal size or that 
the second sample is twice the ize of the first sample. 
An extension of double sampling called multiple sam­
pling5 or grouped sequential ampling6 might also be 
useful when testing is performed in groups of devices. 

CONCLUSIONS 
Fisher's Test can be used when one is only concerned 

about the false alarm rate and the sample sizes are small. 
Concern exists , however, that Fisher 's Test is not pow­
erful; consequently, several alternative tests have recently 
been published in the statistical literature. One of the 
Neyman-Pearson approaches should be considered when 
a certain increase in the proportion of defecti e items 
needs to be detected with a given false alarm rate and 
power. The one-sample Neyman-Pearson test requires a 
relatively small number of tests , but it assumes that the 
value for the initial defective proportion is known per­
fectly. The same is true for the formulation of the se­
quential and double sampling plan tests. The two-sample 
Neyman-·Pearson test incorporates the uncertainty of 
both the initial defective proportion and the current de­
fective proportion, since both are derived from testing. 
The sequential testing would probably give the earliest 
termination of testing if the failure rate is very high or 
low. Table 4 summarizes the sample sizes, false alarm 
rates, and power for the five tests discussed. 
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Table 4. Comparison of five tests for detecting an increase in 
the proportion of defective devices. 

Maximum Expected False 
sample sample alarm Power 

Test size size rate (0/0) (0/0) 

Fisher's 12 12 24 61 
One-sample 6 6 22 77 
Two-sample 9 9 25 75 
Sequential 12 5.5 16 75 
Double 12 9.5 25 87 

sampling 

Other approaches such as Bayesian or decision theo­
retic methods could be used for sample sizing and hy­
pothesis testing. Some of the most commonly used 
methods, however, have been summarized in thi s article. 
Lloyd and Lipow7 have produced a good reference book 
on reliability that discusses most of the topics summa­
rized in this article and others, such as reliability growth 
modeling. 
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