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Table 2-Descriptions of the SPAN components. 

Unit Number Model 
Mainframe processor 1 Gould SEL 32/ 77 
Control processor 5 Data General NOV A 3 
Array processor 4 Floating Point Systems 

AP-120B 

Each bulk memory unit has an inputloutput rate of 
1.54 million bits per second. Each acoustic processor 
puts data onto the SPAN bus using an address gener­
ator that operates at 390,000 bits per second. There­
fore, a bulk memory unit can serve three acoustic 
processing units simultaneously. 

Upon completion of the signal processing, the data 
are sent back to the input! output unit for transfer to 
the process controller, a Gould SEL 32/77 minicom­
puter. This processor formats the data for display 
and stores it on a 300-million-byte disk, which also 
holds all the system software. In addition, an opera­
tor can initialize the hardware and control the pro­
cessing of acoustic data from a terminal connected to 
this computer. Finally, the process controller con­
tains several programs designed to automate the 
analysis. 

The principal SPAN display, indicated as data dis­
play in Fig. 6, is a GENISCO GCT -3000 Program­
mable Graphics Processor with trackball and key­
board. The resolution of the display system is 
1024 x 1024 points (called pixels), with eight gray 
levels per pixel. Such resolution is required to make 
the display compatible with the number of data 
points available. Even though it contains approx­
imately one million points, the entire display can be 
changed in less than 2 seconds. 

Some idea of the SPAN throughput can be gained 
by noting that a time series that fills a standard tape 
10 inches in diameter, recorded at 1600 bits per inch, 
would require just 20 seconds for spectral analysis on 
SPAN. 

Software 
The specific processing functions performed by 

SP AN are defined by software that executes in the ar­
ray processors, the NOVA computers, and the SEL 
32/77. Figure 8 gives the hierarchy of this software, 
which, as shown, is divided into two categories. The 
top-level mode structure software controls the SPAN 
processing. The programs in the basic software per­
form the processing and allow the user to control the 
operations. The software architecture described in 
subsequent paragraphs is unique to SPAN and per­
mits its fast operation. 

At the base of the hierarchy are the programs for 
the NOVA, SEL, and GENISCO units. These pro­
grams, which constitute most of the software, anno-
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Figure 8 - SPAN software hierarchy. 

tate the displays, store and retrieve data, and convert 
binary values into engineering units. The next level 
contains the assembly language instructions that pro­
cess the signal. The assembly language instructions 
are grouped into subroutines that perform specific 
operations such as computing a fast Fourier trans­
form. Each of these subroutines is called a task, 
which is the basic element of SPAN signal process­
ing. 

In typical applications, tasks must be used in 
groups rather than individually. For example, in 
spectral analysis it is necessary to transfer the data in­
to an acoustic processing unit, calculate the fast 
Fourier transform, square the transformed data, and 
then write the result into bulk memory. Ajob is a col­
lection of tasks that run in a single SPAN processing 
unit. Since SPAN contains several processing units, 
several jobs can execute simultaneously. All jobs that 
are running simultaneously are grouped into units 
called contracts. In other words, for each SPAN pro­
cessing interval a contract specifies the jobs to be exe­
cuted in each processing unit, the order of the jobs (if 
more than one is to be run per unit), and the data to 
be processed by each job. 

Next above the contracts in the hierarchy are do­
forever jobs. These programs synchronize the SPAN 
processing to the playback rate of the SPARS tapes. 
The do-forever jobs count the number of data sam­
ples read off the tapes and send out a new contract 
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Figure 9 - SPAN processing initialization. 

whenever a certain number of samples has been read. 
The entire set of all contracts, jobs, tasks, and do­
forever jobs is called a mode. 

This structure provides high speed and important 
flexibility. New functions can be added by writing 
new jobs or, in some cases, new tasks. SPAN proces­
sing can be tailored to specific types of data, making 
the system a valuable tool for the development of sig­
nal processing algorithms. Further, the subdivision 
of the overall effort into contracts and jobs provides 
the control needed for efficient, parallel operation of 
all SPAN processing units. 

Figure 9 illustrates the initialization and control of 
the SPAN processing. The operator selects the mode 
and certain options, such as hydrophone weights for 
the beamformer. The mode and the options are input 
to the SEL 32/77 minicomputer via a terminal. Pro­
grams in the SEL 32/77 then set up tables of con­
tracts and jobs to provide system control and trans­
mit the AP-120B, NOVA, and RSP programs to the 
appropriate units. ' Next, the beam forming coeffi­
cients, SPARS tape format, and data addresses are 
sent to the auxiliary control processor, which loads 
the beamformer and the input! output unit. Simulta­
neously, the SEL programs initialize the GENISCO 
display. The SPAN is then ready for operation. All 
these steps occupy less than a minute. 

CURRENT EFFORT 

Developmental signal processing work in the 
SP AN laboratory currently falls into three areas. The 
area of greatest importance is the development of 
automated analysis techniques for acoustic data. 
Staff members of the Sonar Evaluation Program, 
working in conjunction with members of the Re­
search Center, are developing rigorous, comprehen­
sive requirements for automated analysis. In a paral-
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leI effort, the techniques of pattern recognition are 
being applied to extracting useful features from 
acoustic data. A second area of investigation con­
cerns the use of adaptive filters in reducing interfer­
ence. Finally, an IR&D-funded effort is under way to 
apply Walsh, Haar, and other transforms to the anal­
ysis of sonar data. Successful application of these 
transforms would increase SPAN output and en­
hance the ability to recognize some types of signals. 

Both SPAN and SPARS have been in operation 
since January 1979. During this time several thou­
sand hours of hydrophone data have been collected, 
processed, and analyzed to provide an unprecedented 
understanding of the acoustic environment of patrol­
ling submarines. 
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